
A New Iterational Method for Ordinary Equations Using
Sumudu Transform

Yanqin Liu1,2* and Wen Chen1

1Department of Engineering Mechanics, Hohai University, Jiangsu, 210098, China
2School of Mathematical Sciences, Dezhou University, Dezhou 253023, China

Email: yanqinliu@dzu.edu.cn

Abstract A novel modification of the variational iteration method (VIM) is proposed by means
of the Sumudu transform. This approach is a universal way to identify the multiplier, which is
simple and effective, and successfully extended to ordinary differential equations, including the
nonlinear and variable coefficient ones. The Lagrange multiplier can be easily identified by the
Sumudu transform and the nonlinear term will be handled by the Adomian series. Examples are
given to elucidate the process and the reliability of the method.
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1 Introduction

The variational iteration method (VIM), was first proposed and systematically elucidated by He[1,2,3].
This approach is an analytical technique which has been widely used in the past ten years[4,5,6,7], and its
results in approximate solutions have high accuracies. With the widely application of this method, many
researchers make efforts to its developments[8,9,10,11]. Notably, Wu[12,13,14,15] used Laplace transform
to identify the Lagrange multipliers, which overcomes principle drawbacks in application of the VIM to
fractional equations.

Recently, Sumudu transform is adopted in some famous analytical methods[16,17,18], the combination
of Sumudu transform and homotopy perturbation method is used to simplify the solution process and
improve the solution’s accuracy.

Motivated and inspired by Wu’s[12,13] thinking, and combining with the Sumudu transform, we give
a new modified variational iteration method, which is based on variational iteration theory and Sumudu
transform. In this work, we will use this method to solve some ordinary equations, including the nonlinear
and variable coefficient differential equations. The Lagrange multiplier can be easily identified by the
Sumudu transform and the nonlinear term will be handled by the Adomian series. The results show that
this new modification has high accuracy and simplicity.

2 New Identification of the Lagrange Multipliers

2.1 Fundamental Facts of the Sumudu Transform

The Sumudu transform is an integral transform, which was first introduced by Watugala[19] to solve
differential equations and control engineering problems.

Definition 1 The Sumudu transform of a function f(t), defined for all real numbers t ≥ 0, is the
function F (u), defined by[19]

F (u) = S[f(t)] =
∫ ∞
o

f(ut)e−tdt. (1)

Proposition 1 The Sumudu transform of the derivatives with integer order is given as follows[19]

S[df(t)
dt ] = 1

u
[F (u)− f(0)]. (2)
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we can also get the Sumudu transform of the n-order derivative as follows:

S[d
nf(t)
dtn ] = 1

un
[F (u)−

n−1∑
k=0

uk
dkf(t)

dtk |t=0]. (3)

2.2 Description of the New Modified Method

In order to elucidate the procedure of this approach, we consider the following general nonlinear system:

dnw(t)
dtn +R[w(t)] +N [w(t)] = g(t), (4)

w(k)(0) = dkw(0)
dtk = ak, (5)

where k = 0, · · · , n− 1, g(t) is the source term, N represents the nonlinear operator and R is the linear
operator. dnw(t)

dtn is the term of the highest-order derivative.
Inspired by Wu’s[12,13] method, if we take Sumudu transform on both sides of Eqs.(4-5), the linear

part with constant coefficients is then transferred into an algebraic one, so that we can identify the
Lagrange multiplier in a more straightforward way.

Now, we extend this idea to find the unknown Lagrange multiplier. Taking the above Sumudu transform
to both sides of Eq.(3) and (4), then the linear part is transformed into an algebraic equation as follows:

1
um

W (u)−
m−1∑
k=0

1
um−k

w(k)(0) + S[R[w]] + S[N [w]]− S[g(t)] = 0, (6)

where W (u) = S[w(t)]. The iteration formula of (6) can be used to suggest the main iterative scheme
involving the Lagrange multiplier as

Wn+1(u) = Wn(u) + λ(u)[ 1
um

Wn(u)−
m−1∑
k=0

1
um−k

w(k)(0+)

+ S[R[w]] + S[N [w]]− S[g(t)]], (7)

Considering S[R[w]] + S[N [w]] as restricted terms, and taking the classical variation operator on both
sides of (7)

δWn+1(u) = δWn(u) + λ(u) 1
um

δWn(u), (8)

one can derive a Lagrange multiplier as
λ = −um, (9)

With Eq.(9) and the inverse-Sumudu transform S−1, the iteration formula (7) can be explicitly given
as

wn+1(t) = wn(t) + S−1[−um[ 1
um

Wn(u)−
m−1∑
k=0

1
um−k

w(k)(0+) + S[R[wn]] + S[N [wn]]− S[g(t)]]]

= w0(t) + S−1[−um[S[R[wn(t)] +N [wn(t)]]], (10)

where w0(t) is an initial approximation of Eq.(4), and

w0(t) = S−1(
m−1∑
k=0

ukw(k)(0)) + S−1[umS[g(t)]]

= w(0) + w′(0)t+ · · ·+ wm−1(x, 0)tm−1

(m− 1)! + S−1[umS[g(t)]]. (11)
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3 Illustrative Examples

3.1 Linear and Nonlinear ODEs
Example 1 Let us consider the following simple linear differential equation:

dw(t)
dt = aw(t), w(0) = w0 (12)

which has the exact solution w(t) = w0e
at. Using the procedure in Section 2, we can obtain the successive

formula {
w0(t) = w(0) = w0,

wn+1(t) = S−1[w0 + uS[awn(t)]],
(13)

and the approximate solution

w0(t) = w0,

w1(t) = w0 + S−1[uS[aw0(t)]] = w0 + w0at,

w2(t) = w0 + S−1[uS[aw1(t)]] = w0 + w0at+ w0
a2t2

2! ,
...

wn(t) = w0 + S−1[uS[awn−1(t)]] = w0(1 + at+ a2t2

2! + · · · )

(14)

for n→∞, wn(t) tends to the exact solution w0e
at.

Example 2 Let us consider the following nonlinear logistic equation[5]:
dw(t)

dt = µw(t)(1− w(t)), w(0) = 1
2 . (15)

Taking the above procedure, and the iteration formula of (15) involving the Lagrange multiplier
λ(u) = −u is given

wn+1(t) = w0(t) + S−1[µu[S[wn]− S[N [wn]]]], (16)
w0(t) = 1

2 is an initial approximation of Eq.(15). Let wn = Σn
i=0vi, and nonlinear term can be decomposed

as N [w] = Σ∞i=0Ai, Ai = 1
i! [

di

dλiΦ(Σ∞n=0λ
nun)]|λ=0, where An is the Adomian polynomials[20], then the

Adomian series of the term v2 reads 
A0 = v2

0 ,

A1 = 2v0v1,

A2 = 2v0v2 + v2
1 ,

...

(17)

so we can derive the following iteration formula{
vn+1(t) = S−1[µu[S[vn]− S[An]]],
v0 = w0,

(18)

with symbolic computation, we can derive the following approximate solutions

v0 = 1
2 ,

v1 = µt
4 ,

v2 = 0,
v3 = −µ

3t3

48 ,
...

(19)

so the exact solution is given by

w(t) = lim
n→∞

wn = lim
n→∞

Σn
i=0vi == 1

2 + µt

4 −
µ3t3

48 + µ5t5

480 + · · · (20)

This in turn gives the exact solution[5] w(t) = eµt

1+eµt .
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3.2 Variable Coefficient Ordinary Equation

Now consider the system (4) with variable coefficients and assume the linear term as

R[w(t)] = aR1[w(t)] + b(t)R2[w(t)], (21)

where R1, R2 are also the linear operator, a is a constant and b(t) is a variable coefficient, then the new
modified VIM is given as follows: Now, with Eq.(21) and taking the above Sumudu transform to both
sides of Eq.(4) and (5), then the iteration formula becomes

Wn+1(u) = Wn(u) + λ(u)[ 1
um

Wn(u)−
m−1∑
k=0

1
um−k

w(k)(0+)

+ S[aR1[w(t)]] + S[b(t)R2[w(t)]] + S[N [w]]− S[g(t)]], (22)

Considering S[b(t)R2[w(t)]]+S[N [w]] as restricted terms, the Lagrange multiplier will be easily obtain,
then repeat the above iteration process.

Example 3 Consider the following differential equations with a variable coefficient as an example

dw(t)
dt − (1 + 2t)w(t) = 0, w(0) = 1. (23)

Taking Sumudu transform on both sides of Eq.(23)

W (u)
u
− 1
u
−W (u)− S[2tw(t)] = 0, (24)

construct the variational iteration formula

Wn+1(u) = Wn(u) + λ(u)[ 1
u
Wn(u)− 1

u
−Wn(u)− S[2twn(t)]], (25)

Considering the term S[2tw(t)] is restricted variations, take the classical variation operator on both sides
of (25)

δWn+1(u) = δWn(u) + λ(u)( 1
u
− 1)δWn(u), (26)

a Lagrange multiplier can be determined as λ(u) = u
u−1 . Taking inverse-Sumudu transform S−1, the

iteration formula (25) can be explicitly given as

wn+1(t) = wn(t) + S−1[ u

u− 1 [ 1
u
Wn(u)− 1

u
−Wn(u)− S[2twn(t)]]

= w0(t)− S−1[ u

u− 1S[2twn(t)]], (27)

where w0(t) is an initial approximation of Eq.(23), and

w0(t) = S−1[ 1
1− u ] = et, (28)

after a series of computation, we can derive the following approximate solutions
w1(t) = et(1 + t2),
w2(t) = et(1 + t2 + t4

2 ),
w3(t) = et(1 + t2 + t4

2 + t6

6 ),
...

(29)

for n→∞, wn(t) tends to the exact solution et+t2 .
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4 Conclusion

A new approach based on the Sumudu transform is proposed to identify the Lagrange multipliers of the
VIM. With this new method, we can easily derive Lagrange multipliers without tedious calculation and
the new variational iteration formula can be derived. Results show that this method is powerful to solving
ordinary differential equations, even for nonlinear and variable coefficient equations.

This new modification here transfers the problem into the algebraic equation in the Sumudu u−domain,
this idea can also be extended to the fractional calculus of variations, and the Lagrange multipliers can
be determined readily from Sumudu transform, and our successive research will be conducted on the
fractional equations.
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