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Abstract Information aggregation is an essential component of text encoding, but it has been paid
less attention. The pooling-based (max or average pooling) aggregation method is a bottom-up
and passive aggregation method, and loses a lot of important information. Recently, attention
mechanism and dynamic routing policy are separately used to aggregate information, but their
aggregation capabilities can be further improved. In this paper, we proposed an novel aggregation
method combining attention mechanism and dynamic routing, which can strengthen the ability of
information aggregation and improve the quality of text encoding. Then, a novel Leaky Natural
Logarithm (LNL) squash function is designed to alleviate the “saturation” problem of the squash
function of the original dynamic routing. Layer Normalization is added to the dynamic routing
policy for speeding up routing convergence as well. A series of experiments are conducted on five
text classification benchmarks. Experimental results show that our method outperforms other
aggregating methods.
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1 Introduction

A primary challenge is how to encode text sequence in natural language processing. The process of text
encoding is how to encode the variable-length text sequence into a fixed-length vector, which should
fully capture the semantics of text. Generally, many successful text encoding methods contain three key
steps: word embeding, feature representation and information aggregation. In past studies, more attention
has been paid to the first two steps, while the critical aggregation step has obtained less attention. The
information aggregation is the process of summarizing previously extracted feature information into a
fixed-length vector.

The traditional information aggregation methods utilize max pooling or avg pooling to sum up the
output of Convolutional Neural Network (CNN) or Recurrent Neural Network (RNN) layers [2,3,9]. In the
process of max pooling, only the most active neurons will be selected to pass through the next layer, this
is the reason why valuable spatial information between layers is lost. Although pooling can significantly
reduce the number of parameters and maintain a certain invariance (rotation, translation, expansion,
etc.), it loses a lot of important information, which have an enormous influences on the performance of
downstream tasks.

With the popularity of attention mechanism [12,23], researchers also use attention mechanism to
replace pooling for information aggregation. The attention mechanism imitates the human visual system,
selectively focusing on the useful part of all information, while ignoring other visible information. For
example, when people are reading, usually a few words are paid attention to and processed. The attention
mechanism has two main aspects: deciding which part of the input needs to be paid attention to; allocating
limited information processing resources to the important part. When processing text information, the
attention mechanism assigns a relevance value to the words and sentences, telling how relevant they
are for the task at hand. Although the attention mechanism can handle with long text sequence, it will
generate redundant information.

In recent promising work of capsule network [19], a dynamic routing policy is proposed and proven
to be more effective than the max pooling. The capsule network was first proposed to overcome the
limitations and deficiencies of CNN, especially its insensitivity to spatial information and the loss of a lot
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of information after pooling. A metaphor (also as an argument) they made is that human visual system
intelligently assigns parts to wholes at the inference time without hard-coding patterns to be perspective
relevant. Dynamic routing policy was first used to encode the intrinsic spatial relationship between a
part and a whole of the image. However, when dealing with text information, the dynamic routing policy
which dynamically decides that what and how much information need be transferred from each word
to the final encoding of the text sequence could effectively avoid the loss and the redundancy of feature
information. The dynamic routing is a up-bottom, more active aggregation method than pooling and
attention mechanism. Due to the good characteristics of dynamic routing, some researchers have begun
to use it for information aggregation and have obtained good results [4].

In this paper, in order to solve some problems of original dynamic routing policy [19], we propose the
improved dynamic routing policy to aggregate information. The contributions of this work are presented
as follows:

The attention mechanism and the dynamic routing policy are combined to aggregate information,
which can obtain better text encoding vectors.

We propose a novel Leaky Natural Logarithm (LNL) squash function, which can alleviate the
“saturation” phenomenon of the squash function in original dynamic routing.

— Layer Normalization is added to our routing policy, which enables routing to converge faster.
Experimental results on five text classification tasks indicate that our aggregation method outperforms
other aggregation methods by a significant margin.

The rest of our paper is structured as follows: Section 2 discusses related works, Section 3 gives a
detailed description of our model, Section 4 shows the experimental setup, Section 5 reports and discusses
the obtained results, and Section 6 summarizes this work and the future direction.

2 Related Work

In many text encoding models, there are three methods for aggregating information: pooling, attention,
and dynamic routing. For text classification tasks, many traditional CNN/RNN models that use pooling
to aggregate information have a simple structure [9,13]. [7] proposes a CNN model that provides an
alternative mechanism for effective use of word order for text categorization through direct embedding
of small text regions, different from the traditional bag-of-n-gram approach or word-vector CNN. [21]
address this issue that traditional models only use semantics of texts by incorporating user-level and
product-level information into a neural network approach for document level sentiment classification.
With the emergence of various problems, more complex neural network models have emerged to handle
with text classification tasks [5,6,22,25].

Recently, with the popularity of the attention mechanism [12,23,27], more and more models that use
attention mechanism to aggregate information have emerged in endlessly. [26] proposes an Attention-based
Long Short-Term Memory Network which establishes the connection between an aspect and the content of
a sentence for aspect-level sentiment classification. [14] proposes an attention-gated convolutional neural
network (AGCNN) for sentence classification, which makes full use of limited context information to
extract and enhance the influence of important features in predicting sentence categories. [18] proposes
two improved Hierarchical Attention Networks (HAN) models, which solve the noise problem caused
by irrelevant words or sentences and can better handle with important distributions. The attention
mechanism based aggregation collects information in a bottom-up way without considering the state of
the final encoding.

With the emergence of capsule network [19], its ability of text processing has also been explored
by many researchers. Different from the pooling and the attention mechanism, dynamic routing can
determine that what and how much information need be transferred based on specific tasks, rather than
passively accepting information. [4] uses original dynamic routing to aggregate information and proposes
hierarchical routing to classify documents. [28] proposes three strategies to stabilize the dynamic routing
process to alleviate the disturbance of some noise capsules which may contain “background” information.
Due to these advantages of dynamic routing, applications in the field of text processing will also increase.
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3 Our Model

Generally, these models of text classification task mainly consists of the following parts: Embedding Layer,
Feature Extraction Layer, Aggregation Layer and Prediction Layer. Our model is shown in Fig.1.
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Figure 1. Combination of Self Attention and Dynamic Routing for information aggregation.

3.1 Embedding Layer

In order to obtain knowledge from a vast unlabeled corpus, the embeddings can be taken from the
pre-trained word embedding, such as Glove [16], Word2vec [15]. We map each word into a N dimensional
embedding vector, then transport it to the next layer.

3.2 Feature Extraction Layer

Usually, CNN and RNN are commonly used to extract features information. CNN can capture the local
information of the text sequences and train in parallel, but cannot obtain the related information between
adjacent words. Although RNN cannot be parallelized like CNN, it can capture semantic information
between adjacent words and deal with the dependency of long text sequences. In our model, in order to
obtain better inter-word information, we use BILSTM/BiGRU layer as the feature extraction layer to
incorporate forward and backward context information of a sequence.

Studies have shown that Layer Normalization[1] can reduce the impact of covariate shift by fixing the
input mean and variance of a layer of neurons. Therefore, we choose the Layer Normalization to normalize
output of the RNN layer.

3.3 Aggregation Layer

This layer is the most important part of our model. Although the attention mechanism and the dynamic
routing policy have excellently independent information aggregation capabilities, there is not an attempt
to combine the two way to aggregate information. We use a combination of attention mechanism and
dynamic routing policy to aggregate the feature information from the previous layer.
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Attention Mechanism The attention mechanism assigns attention weights according to the importance
of input words to output nodes. A few input words that are crucial to the output will be emphasized
while the other words will be ignored. Generally, the procedure of the attention mechanism is as follows:

bi=q' g (1)

_exp(by)
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where, the trainable query q is used to calculate the similarity weight with each word in the context, g
represents the output of the previous layer, a € (0,1) means attention weight, v, is the sum of the final
attention score of each context word.

Dynamic Routing The basic idea of dynamic routing is to construct a non-linear map in an iterative
manner ensuring that the output of each capsule gets sent to an appropriate parent in the subsequent
layer:

(it € BY oy e 8 (i € B 4

Table 1. Dynamic Routing Algorithm.

Algorithm 1: Dynamic Routing Algorithm

1 procedure Routing(ti,m,t,L)

2 Initialize the coupling coefficients by, =0

3 for t iterations do

4 for all capsule m in layer L: am, = Softmax(bmx) = Softmax computes Eq.7

5 for all capsule n in layer (L+1): 8n = ) Gmn Onjm

6 for all capsule n in layer (L+1): p, = LN(s,) = LN denotes Layer Normalization
7 for all capsule n in layer (L+1): v,, = Squash (p,) = Squash computes Eq.9

8 for all capsule m in layer L and capsule n in layer (L+1): bmn = bmn+0pm - Vn

return v,

The dynamic routing policy is the process of iteratively updating the log probabilities b,,, to generate
the coupling coeflicient a,,,. The specific algorithm is as Algorithm 1.

According to the definition of capsule network [19], we call each encoding vector, or a group of neurons,
as a capsule.

First, for all capsule m in the bottom layer, all “prediction vectors” ,,|,, are produced by multiplying
the output u,, of a capsule by a weight matrix W,,,,

lAln|m = Wonntn, (5)

Then, for all capsule n in the bottom layer, a capsule s,, is a weighted sum over all “prediction vectors”

~
Up|m

Sp = Zamnﬁnhn (6)

where the a,,, are coupling coefficients that are determined by the iterative dynamic routing process.
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While, the coupling coefficient a,,, is calculated by

~ exp(bmn)
" S cexp ) v

The coefficients between capsule m and all the capsules in the layer above sum to 1 and are computed
by a softmax function. It represents the probability that the bottom capsules are routed to the top
capsules.

After that, we adopt Layer Normalization which can be able to accelerate routing convergence for
each capsule s, in the top layer

p» = LayerNormalization(s,,) (8)
and then squashes p,, to confine |p,| €(0,1) to a probability

_ W4 Alpal)  pa
T+ (1 + Alpall) [pa]

9)

n

where, A €(0,1] is the Leaky coefficient, v,, is the vector output of n capsule in the top layer.
Finally, the log probabilities b,,, is updated by

bin = bmn + 1A1n|m " Vn (10)

where, @y, - v, represents the dot product of @), and v,,, which means similarity between the bottom
capsules and the top capsules.

Leaky Natural Logarithm squash function. Aiming at the “saturation” problem of the original squash
function, we propose a Leaky Natural Logarithm squash function as shown in Eq.9. We assume that
the input of the squash function is a scalar x, then the original squash function and the Leaky Natural
Logarithm squash function are computed by

2

x
5quashoriginal () = 1+ 22 ()
In(14+ A
squashpnr(r) = AR 12

14+ In(1 4 Mz|)

We draw the curves of these two functions and the curves of their gradients in a two-dimensional
coordinate system as shown in Figure 2 and Figure 3.

From the Figure 2, we can observe the curve of the original squash function [19] is relatively steep in
the early stage, then it tends quickly to be stable. In other words, the original squash function is easy to
reach “saturation” status. When the model is trained by backpropagation, the gradients of those neurons
with larger values will tend to 0, and the trend of the gradient can be seen from the Figure 3, which
makes it difficult to update the parameters in the Adam algorithm [10], leading to the poor performance
of the model.

However, the curve of the Leaky Natural Logarithm squash function is relatively gentle throughout as
shown in Figure 2, so it can postpone the “saturation” status of the original squash function. As can be
seen from Figure 3, the Leaky Natural Logarithm squash function still has a certain gradient compared
with the original squash function when the input is large or small, which can ensure that the model is
better trained.

Combination of Attention and Dynamic Routing In our model, we use a combination of attention
mechanism and dynamic routing policy as aggregation layer. The two methods are combined by

v = Concat|[Vvait, Vrout) (13)

where, vqr and v, are the output vector of the Attention and the Dynamic Routing. Concat is a way
of dimensional splicing.
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Figure 2. Original squash function and Leaky Natural Logarithm squash function in the two-dimensional
coordinate system..
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Figure 3. Gradient of Original squash function and Leaky Natural Logarithm squash function in the two-
dimensional coordinate system.

3.4 Prediction Layer

We feed output of the Aggregation Layer to the input of a Dense (or Fully connected) layer with dropout,
followed by a softmax classifier.

p(e]v) = Softmax(Dense(v)) (14)

where, v is output of the Aggregation Layer. p(e|v) represents the predicted distribution of different
classes given the representation vector v.
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4 Experimental Setup

4.1 Datasets

To evaluate the effectiveness of our model, we conduct a series of experiments on five benchmark datasets,
which are also provided in [4]. These benchmark datasets include two sentence levels (SST-1, SST-2) and
three document levels (IMDB, Yelp-13, Yelp-14). The detailed statistics are presented in Table 2.

— SST-1 Stanford Sentiment Treebank is a movie review dataset [20].
— SST-2 Binary-class version of SST-1.

— IMDB Movie review dataset extracted from IMDB website.

— Yelp-13 and Yelp-14 are reviews from Yelp.

Table 2. Characteristics of the datasets.

Dataset Trainset Devset Testset Classes

SST-1 8.5k 1.1k 2.2k 5
SST-2 6.9k 0.8k 1.8k 2
IMDB 67.4k 8.4k 9.1k 10
Yelp-13 62.5k 7.8k 8.7k 5
Yelp-14 183k 22.7k 25.4k 5

4.2 Implementation Details

In the experiments, we use 300-dimensional Glove [16] vectors to initialize embedding vectors. We conduct
mini-batch with size 64 for SST-1 and SST-2, size 32 for other datasets. We use 0.5 dropout rate for SST-2
and 0.2 dropout rate for other datasets. We utilize Cross entropy loss function and Adam optimization
algorithm [10] with le-3 learning rate to train the model. We use 3 iteration of routing for our model. In
addition, our experiment was implemented on a NVIDIA 21080Ti.

4.3 Competitor Models

In the experiments, we mainly evaluate and compare our model with several strong baseline methods
including:

— CNN-non-static Convolutional Neural Network [9].

— DCNN Dynamic Convolutional Neural Network with dynamic k-max pooling [8].

PV Logistic regression on top of paragraph vectors [11].

— MT-LSTM Multi-Timescale Long Short-Term Memory neural network [13].

UPNN User Product Neural Network to capture user- and product-level information [21].
— AGCNN Attention-Gated Convolutional Neural Network [14].

DR-AGG Dynamic Routing Aggregation [4].

5 Experimental Results

In our experiments, the evaluation metric is classification test accuracy. We summarize the experimental
results in Table 2. We mainly compare with the DR-AGG [4] model using the original dynamic routing.
In addition, we also compare the effect of adding Layer Normalization in dynamic routing.

From the results, we observe that our model achieve best results on 5 benchmarks. When only
using original routing with CAR method, it has been greatly improved on the IMDB dataset, and
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Table 3. Comparison of different methods for information Aggregation.

Model SST-1 SST-2 IMDB Yelp-13 Yelp-14
CNN-non-static 48 87.2 - - -
DCNN 48.5 86.8 - - -
Paragraph-Vector 48.7 87.8 - - -
MT-LSTM (F2S) 49.1 87.2 - - -
UPNN(full) - - 43.5 59.6 60.8
AGCNN 49.6 87.6 - - -
DR-AGG 50.5 87.6 45.1 62.1 63
Original squash+CAR (No LN) 49.8 87.9 47.8 62.8 63.2
Original squash+CAR (LN) 50 88.5 48.1 62.7 64
Our squash+CAR (No LN, A=0.3) 49.9 88.4 48.7 63.1 63.8
Our squash+CAR (LN, A\=0.3) 50.7 89.2 48.8 63.6 64.1

CAR: Combination of Attention and Dynamic Routing. LN: Layer Normalization. \: Leaky coefficient.

its performance on other datasets has almost the same effect as DR-AGG. However, we added Layer
Normalization to original routing, and the improvement on the two datasets of SST-2 and IMDB is
obvious. Separately speaking, the original routing with CAR method improves ranging from 0.3% to
2.7% compared with DR-AGG (despite poor performance on SST-1); the original routing with CAR
method and Layer Normalization improves ranging from 0.9% to 3% compared with DR-AGG (despite
poor performance on SST-1). This shows that Layer Normalization is effective for dynamic routing.
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Figure 4. Relationship between Test accuracy and Leaky coefficient A on the IMDB dataset, where the horizontal
axis denotes Leaky coefficient A, and the vertical axis denotes Test accuracy.

Furthermore, when use the CAR method that joins Layer Normalization and our squash function, our
model outperforms the DR-AGG approach by 0.2%, 1.6%, 3.7%, 1.5%, and 1.1% on SST-1, SST-2, IMDB,
Yelp 2013 and Yelp 2014. Moreover, our method is also better than other aggregation methods. For
instance, our model improves ranging from 0.9% to 2.7% and 1.6% to 2% compared with CNN-non-static,
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MT-LSTM and AGCNN on SST-1 and SST-2. It empirically shows that our proposed the improved
dynamic routing policy is the best effective method on aggregating information.

Effect of Leaky coefficient. Inspired by Leaky Relu activation function, a Leaky coefficient A is introduced
to our squash function. Leaky coefficient A can affect the updating amplitude of the parameters by
adjusting the gradient of the squash function in the backpropagation, thereby affecting the result of the
model. Therefore, seeking a suitable A can improve the performance of the model to a certain extent. In
our experiment, we set the value of A from 0 to 1.

In order to search the optimal A, we explored the relationship between Test accuracy and Leaky
coefficient A on the IMDB dataset as shown in Figure 4. We can observe that our model reach the best
performance on IMDB dataset when A is almost 0.3. Furthermore, the optimal value of A may vary with
different downstream tasks or different datasets.

6 Conclusion and Future Work

In this paper, we propose an aggregation method that combines attention mechanism and dynamic
routing policy, which can take advantage of their respective characteristics to obtain better coding vectors.
In addition, we propose two strategies to optimize our dynamic routing. The Leaky Natural Logarithm
squash function effectively alleviates the “saturation” problem of the original squash function, and adding
Layer Normalization is also proven to be effective. Experimental results of five text classification tasks
show that our model outperforms other baseline models by a significant margin.

There are more and more applications of the capsule network in the field of text processing, and
many effective routing policies have been proposed [17,24]. In the future, we will continue to explore the
capabilities of dynamic routing in text processing.
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