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1 Introduction

In this paper, we investigate the existence of at least one weak nontrivial solutions for the discrete
nonlinear problems of Kirchhoff type.

−M (A(k − 1, ∆u(k − 1))) ∆(a(k − 1, ∆u(k − 1))) = λf(k, u(k)), k ∈ N[1, T ]

u(0) = ∆u(T ) = 0,

(1.1)

where λ is a numerical parameter. ∆u(k) = u(k + 1) − u(k) is the forward difference operator, N[1, T ] =
{1, . . . , T}, a, A, M and f are functions to be defined later (see [5,13]).

Discrete boundary value problems and nonlinear difference equations emerge from real world problems
and are claimed to be employed as handy means for the description of the processes which are endowed
with discrete intervals. They intervene in many fields such as economy, biology, physics, mechanics,
computer science and finance [1,2].

Problem (1.1) has its origin in the theory of nonlinear vibration. For instance, the following equation
describes the free vibration of a stretched string (see [3])

ρ
∂2u

∂t2 =

(
T0 + Ea

2L

∫ L

0
|∂u

∂x
|2dx

)
∂2u

∂x2 (1.2)

where ρ > 0 is the mass per unit length, T0 is the base tension, E is the Young modulus, a is the area of
cross section and L is the initial length of the string. In [4] Blaise Kone and Stanislas Ouaro are studying
the following problem

−∆ (a (k − 1, ∆u (k − 1))) = f (k) , k ∈ N [1, T ]

u (0) = ∆u (T ) = 0,
(1.3)

where T ≥ 2 is positive integer. In [5] the authors proceed to the generalization of the probem (1.3).
In our paper we base ourselves on the model of the [5] taking f(k, u(k)) instead of f(k). The major
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difference between the [5] and our problem (1.1) lies in the fact that by four different methods we prove
that the problem (1.1) admits at least a weak nontivial solution.

Our paper is organized in the following way. In section2 we define the general results that we will use
throughout our work. In section3 we show that problem (1.1) admits at least a weak nontrivial solution.
In section4 we proceed to an extension of the previous results.

2 Mathematical Background

By a solution to problem (1.1) we mean such a function u : N[0, T + 1] −→ R which satisfies the given
equation on N[1, T ] and the boundary conditions. In the T -dimensional Hilbert space

X =
{

u : N[0, T + 1] −→ R : u(0) = ∆u(T ) = 0
}

,

with the inner product

⟨u, v⟩ =
T∑

k=1

u(k)v(k), ∀ u, v ∈ X,

we consider the norm

∥u∥ =
( T∑

k=1

|u(k)|2
) 1

2

. (2.1)

Let the function
p : N[0, T ] −→ [2, +∞) (2.2)

and denoted by
p− = min

k∈N[0,T ]
p(k), p+ = max

k∈N[0,T ]
p(k).

For the data a and f , we assume the following.

(H1).

{
a(k, .) : R → R, k ∈ N[0, T ] and there exists A(., .) : N[0, T ] × R → R
which satisfies a(k, ξ) = ∂

∂ξ A(k, ξ) and A(k, 0) = 0, for all k ∈ N[0, T ].

(H2). For all k ∈ N[0, T ] and ξ ̸= η

(a(k, ξ) − a(k, η)) .(ξ − η) > 0. (2.3)

(H3). For any k ∈ N[0, T ], ξ ∈ R, we have

p(k)A(k, ξ) ≥ a(k, ξ)ξ ≥ |ξ|p(k). (2.4)

(H4). For any k ∈ N[0, T ], ξ ∈ R it exist C1 > 0 such that

|a(k, ξ)| ≤ C1(1 + |ξ|p(k)−1). (2.5)

(H5). We also assume that the function M : (0, +∞) −→ (0, +∞) is continuous and non-decreasing and
there exist positive numbers D1, D2 with D1 ≤ D2 and α > 1 such that

D1tα−1 ≤ M(t) ≤ D2tα−1 for t > t∗ > 0. (2.6)

(H6). For each k ∈ N[1, T ], the function f(k, .) : R −→ R is jointly continuous and there exists the
functions A1, A2 : N[1, T ] −→ R−\ {0} ; B1, B2 : N[1, T ] −→ (0, +∞) and a function r : N[1, T ] −→
[2, +∞) such that

A1(k) + B1(k)|ξ|r(k)−1 ≤ f(k, ξ) ≤ B2(k)|ξ|r(k)−1 + A2(k), (2.7)
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where

−∞ < A1 = inf
k∈N[1,T ]

A1(k), A1 = sup
k∈N[1,T ]

A1(k) < 0;

−∞ < A2 = inf
k∈N[1,T ]

A2(k), A2 = sup
k∈N[1,T ]

A2(k) < 0;

0 < B1 = inf
k∈N[1,T ]

B1(k), B1 = sup
k∈N[1,T ]

B1(k) < +∞;

0 < B2 = inf
k∈N[1,T ]

B2(k), B2 = sup
k∈N[1,T ]

B2(k) < +∞;

r− = min
k∈N[1,T ]

r(k), r+ = max
k∈N[1,T ]

r(k) and there exists

α1, α2 > 1 such that B1 > max(α1, α2)|A1|r+.

We denote

F (k, ξ) =
∫ ξ

0
f(k, s)ds for (k, ξ) ∈ N[0, T ] × R. (2.8)

Example 2.1. There are many functions satisfying both (H1) − (H5). Let us mention the following.

– A(k, ξ) = 1
p(k)

((
1 + |ξ|2

)p(k)/2 − 1
)

, where a(k, ξ) =
(
1 + |ξ|2

)(p(k)−2)/2
ξ, ∀ k ∈ N[0, T ], ξ ∈ R,

– f(k, ξ) = 1 +
∣∣ξ∣∣r(k)−1

, ∀ k ∈ N[1, T ] and ξ ∈ R+,
– M(t) = 1.

Moreover, we may consider X with the following norm

|u|m =
( T∑

k=1

|u(k)|m
) 1

m

, ∀ u ∈ X and m ≥ 2. (2.9)

We have the following inequalities (see [6])

T (2−m)/(2m)|u|2 ≤ |u|m ≤ T 1/m|u|2, ∀ u ∈ X and m ≥ 2. (2.10)

We need the following auxiliary results throughout our paper (see [7]).

Lemma 2.1.

1. There exist two positive constant C2, C3 such that

T +1∑
k=1

|∆u(k − 1)|p(k−1) ≥ C2

(
T +1∑
k=1

|∆u(k − 1)|2
) p−

2

− C3 (2.11)

for all u ∈ X with ∥u∥ > 1.
2. For every u ∈ X with ∥u∥ ≤ 1 we have

T +1∑
k=1

|∆u(k − 1)|p(k−1) ≥ T − p+−2
2

(
T +1∑
k=1

|∆u(k − 1)|2
) p+

2

. (2.12)

3. For any m ≥ 2 there exists a positive constant cm such that

T∑
k=1

|u(k)|m ≤ cm

T +1∑
k=1

|∆u(k − 1)|m, ∀ u ∈ X. (2.13)
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4. For every u ∈ X we have

T +1∑
k=1

|∆u(k − 1)|p(k−1) ≤ (T + 1)
(

2p+
∥u∥p+

+ 1
)

(2.14)

(see [8]).

Theorem 2.1. [9] Let H be a reflexive Banach space. If a functioal J ∈ C1(H,R) is weakly lower semi-
continuous and coercive, i.e. lim

∥x∥→∞
J(x) = +∞, then there exists x0 such that

inf
x∈H

J(x) = J(x0)

and x0 is also a critical point of J , i.e. J ′(x0) = 0. Moreover, if J is strictly convex, then a critical point
is unique.

Theorem 2.2. [10](Ekeland’s principle) Let E be a complete metric space and Φ : E −→ R a lower
semicontinuous function that is bounded below. Let ε > 0 and u ∈ E be given such that

Φ(u) ≤ inf
E

Φ + ε

2
.

Then given λ > 0 there exists uλ ∈ E such that

(i) Φ(uλ) ≤ Φ(u),
(ii) d(uλ, u) < λ,
(iii) Φ(uλ) < Φ(u) + ε

λ d(u, uλ) for all u ̸= uλ.

Definition 2.1. Let H be a real Banach space. We say that a functional J : H −→ R satisfies the Palais-
Smale condition if every sequence (un) such that {J(un)} is bounded and J ′(un) → 0 has a convergent
subsequence.

Lemma 2.2. [11] Let H be a Banach space and J ∈ C1(H,R) satisfies the Palais-Smale condition.
Assume that there exist x0, x1 ∈ H and a bounded open neighborhood Ω of x0 such that x1 /∈ Ω and

max {J(x0), J(x1)} < inf
x∈∂Ω

J(x).

Let
Γ = {h ∈ C ([0, 1], H) : h(0) = x0, h(1) = x1}

and
c = inf

h∈Γ
max

s∈[0,1]
J(h(s)).

Then c is a critical value of J ; that is, there exists x∗ ∈ H such that J ′(x∗) = 0 and J(x∗) = c, where
c > max {J(x0), J(x1)} .

Theorem 2.3. [12] Let E be a finite-dimensional Euclidean space, η, µ1, µ2 : E −→ R be differentiable
function, and S = {x ∈ E : µ1 ≤ 0, µ2 ≤ 0} . Moreover, let x ∈ S be such that
η(x) = inf

S
η(x). Then there exist numbers σ0, σ1, σ2 ≥ 0 such that (σ0)2 + (σ1)2 + (σ2)2 > 0 and

σ0η′(x) + σ1µ′
1(x) + σ2µ′

2(x) = 0 and σ1µ1(x) = 0, σ2µ2(x) = 0.

3 Existence of a Solution

In this part we will show that the problem (1.1) admits at least one nontrivial solution. For that we will
use several methods such as that of minimization, the method of montain pass then that of Ekelands
variational principle. First of all we will check that the functional Jλ satisfies the condition of Palais-
Smale.
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We define the energy functional corresponding to (1.1); Jλ : X −→ R by

Jλ(u) = M̂

(
T +1∑
k=1

A(k − 1, ∆u(k − 1))

)
− λ

T∑
k=1

F
(
k, u(k)

)
(3.1)

where M̂(t) =
∫ t

0 M(s)ds.
The functional Jλ is differentiable in sense of Gâteaux and its Gâteaux derivative reads

M

(
T +1∑
k=1

A(k − 1, ∆u(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u(k − 1))∆v(k − 1) = λ

T∑
k=1

f(k, u(k))v(k), (3.2)

for all u, v ∈ X.
A critical point to Jλ, i.e. a point u ∈ X such that

⟨J ′
λ(u), v⟩ = 0 for all v ∈ X (3.3)

is a weak solution to (1.1).The previous results have been prouven in [5,13,14].

Lemma 3.1. Assume that (2.5), (2.6), (2.7) ,(2.10) holds and r− > p+α. Then for any λ > 0 the
functional Jλ satisfies the Palais-Smale condition.

Proof
Assume that {un} is such that {Jλ(un)} is bounded and J ′

λ(un) → 0.
We have X finitely dimensional, it is enough to show that {un} is bounded. Assume that {un} is

unbounded, we have for n large enough, ||un|| sufficiently large. We consider n large enough by (2.5),
(2.6), (2.7) and (2.10)

Jλ(un) ≤ D2

α

(
T +1∑
k=1

A(k − 1, ∆un(k − 1)

)α

− λ

(
−|A1|

T∑
k=1

|un(k)| +
B1

r+

T∑
k=1

|un(k)|r(k)

)

≤ D2

α

[
T +1∑
k=1

∫ ∆un(k−1)

0
|a(k − 1, s)|ds

]α

− λ

(
−|A1|

√
T

T∑
k=1

|un(k)|2 +
B1

r+

T∑
k=1

|un(k)|r
−

)

≤ D2Cα
1

α

[
T +1∑
k=1

(
|∆un(k − 1)| + |∆un(k − 1)|p(k−1)

p−

)]α

−

λ

−|A1|
√

T ||un||2 +
B1T

2−r−
2

r+ ||un||r
−


≤ D2Cα

1
α

|un(T + 1)| + 2
√

T ||un|| +
(T + 1)

(
2p+ ||un||p+ + 1

)
p−

α

−

λ

−|A1|
√

T ||un||2 +
B1T

2−r−
2

r+ ||un||r
−

 .

Since r− > p+α and ||un|| → +∞; we have Jλ(un) → −∞. This is absurd. So the sequence {un} is
bounded.

3.1 Case p− > r+

α

In this part by the method of minimization, we will show that the problem (1.1) admits at least a weak
nontrivial solution.
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Proposition 3.1. Assume that ( 2.4),(2.6), (2.7),(2.10), (2.11), (2.13) holds and p− > r+

α , Jλ is
coercive for all λ > 0.

Proof according to ( 2.4), (2.6) and (2.7), we have

Jλ(u) = M̂

(
T +1∑
k=1

A(k − 1, ∆u(k − 1))

)
− λ

T∑
k=1

F
(
k, u(k)

)
≥ D1

α

[
T +1∑
k=1

A
(
k − 1, ∆u(k − 1)

)]α

− λ

(
B2

r−

T∑
k=1

|u(k)|r(k) + |A2|
T∑

k=1

|u(k)|

)

≥ D1

α (p+)α

[
T +1∑
k=1

∣∣∆u(k − 1)
∣∣p(k−1)

]α

− λ

(
B2

r−

T∑
k=1

|u(k)|r(k) + |A2|
T∑

k=1

|u(k)|

)
.

We will prouve the coercivity of Jλ for ||u|| > 1. We deduce from the above inequality (2.10), (2.11)
and (2.13) that

Jλ(u) ≥ D1

α (p+)α

C2

(
T +1∑
k=1

|∆u(k − 1)|2
) p−

2

− C3


α

−

λ

(
B2

r−

T∑
k=1

|u(k)|r
+

+ B2

r−

T∑
k=1

|u(k)|r
−

+ |A2|
√

T

T∑
k=1

|u(k)|2
)

≥ D1

α (p+)α

 C2

(c2)
p−

2

||u||p
−

− C3

α

− λ

(
B2

r− T ||u||r
+

+ B2

r− T ||u||r
−

+ |A2|
√

T ||u||2
)

.

Hence p− > r+

α , Jλ is coercive.

Theorem 3.1. Assume that (2.5) and (2.7) holds, for all p− > r+

α and λ > λ0, the problem (1.1) has
at least one weak nontrivial solution.

Proof. By [5] Jλ ∈ C1(X,R) and weakly lower semicontinuous. Moreover by Proposition 3.1 we prove
the Theorem 2.1. Let uε ∈ X a global minimizer of Jλ which is a weak solution of problem (1.1).

We show uε is not trivial for all αp− > r+ and λ > λ0.
For t0 > 1 be a fixed real and k0 ∈ N[0, T + 1], we define u0 : N[0, T + 1] −→ R such that

u0(k0) = t0, u0(k) = 0 for any k ∈ N[0, T ]\ {k0} and u0(0) = ∆u0(T ) = 0, we have u0 ∈ X.
By (2.5), (2.6) and (2.7)

Jλ(u0) ≤ D2Cα
1

α

(
2t0 + t

p(k0−1)
0 + t

p(k0)
0

p−

)α

− λ

(
−|A1|t0 +

B1

r+ tr−

0

)

≤ D2 (4C1)α
tαp+

0
α

− λt0

(
−|A1| +

B1

r+

)
≤ D2 (4C1)α

tαp+

0
α

− λt0

(
− max(α1, α2)|A1| +

B1

r+

)
where

λ0 = D2 (4C1)α
tαp+−1
0

α
(

− max(α1, α2)|A1| + B1

r+

) .

We have Jλ(u0) < 0 for any λ ∈]λ0, +∞). It follows that Jλ(uε) < 0 for any λ > λ0 , uε is a weak
nontrivial solution of problem (1.1) for λ large enough.
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3.2 Case r− > p+α

We have previously shown that if r− > p+α Jλ satisfies the Palais-Smale condition. We can thus use
the mountain pass geometry Lemma.

Theorem 3.2. Let r− > p+α and the condition ( 2.4), (2.5), (2.6), (2.7), (2.10), (2.12), (2.13) holds.
Then for λ ∈ (0, λ1) the problem (1.1) has at least one weak nontrivial solution.

Proof. Let
Ω = {u ∈ X : ||u|| ≤ θ}

with θ ∈ (0, 1).
For u ∈ Ω, by ( 2.4), (2.6), (2.7), (2.10), (2.12) and (2.13)

Jλ(u) ≥ D1

α (p+)α

[
T +1∑
k=1

∣∣∆u(k − 1)
∣∣p(k−1)

]α

− λ

(
B2

r−

T∑
k=1

|u(k)|r(k) + |A2|
T∑

k=1

|u(k)|

)

≥ D1T −
(p+−2)α

2

α (p+)α

(
T +1∑
k=1

|∆u(k − 1)|2
) p+α

2

− λ

B2

r−

T∑
k=1

|u(k)|r
−

+ |A2|
√

T

(
T∑

k=1

|u(k)|2
) 1

2


≥ D1T −
(p+−2)α

2

α (c2)
αp+

2 (p+)α
||u||p

+α − λ

(
B2T

r− ||u||r
−

+ |A2|
√

T ||u||
)

.

For u ∈ ∂Ω, we obtain

Jλ(u) ≥ D1T −
(p+−2)α

2

α (c2)
αp+

2 (p+)α
θαp+

− λθ

(
B2T

r− + |A2|
√

T

)
.

So for everything λ ∈ (0, λ1)
Jλ(u) > 0 for all u ∈ ∂Ω

with

λ1 =

θ(αp+−1)D1T −
(p+−2)α

2

α(c2)
αp+

2 (p+)α

B2T
r− + |A2|

√
T

.

Consider u ∈ X such that u(k) > 1, for k ∈ N[1, T ]; by (2.5), (2.6) and (2.7)

Jλ(u) ≤ D2Cα
1

α

[
T +1∑
k=1

(
|∆u(k − 1)| + |∆u(k − 1)|p(k−1)

p−

)]α

− λ

(
−|A1|

T∑
k=1

|u(k)| +
B1

r+

T∑
k=1

|u(k)|r(k)

)
.

Let ut ∈ X defined in the following way : ut(k) = t for k ∈ N[1, T + 1].
Then t > 1, we have

Jλ(ut) ≤ D2Cα
1

α

(
t + tp(0)

p−

)α

− λT

(
−|A1|t +

B1

r+ tr−
)

≤ (2C1)α
D2tαp+

α
− λT

(
−|A1|t +

B1

r+ tr−
)

.

Since r− > αp+, lim
t→+∞

Jλ(ut) = −∞; then there exists t0 such that for

ut0 ∈ X\Ω, Jλ(ut0) < min
u∈∂Ω

Jλ(u).

Jλ ∈ C1(X,R), and according to Lemma 2.2, the problem (1.1) has at least one weak nontrivial solution.
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3.3 Case αp− > r−

In this sub section, by applying the Ekeland’s variational principle we will show that the problem (1.1)
admits at least a weak nontrivial solution.

Proof. Take λ ∈ (0, λ1). By proof of Theorem 3.2, for every u ∈ ∂Ω we have Jλ(u) > 0.
Using Weierstrass theorem we obtain

inf
u∈∂Ω

Jλ(u) > 0.

Taking u(k) ∈ (0, β), we have

Jλ(u) ≤ D2Cα
1

α

[
T +1∑
k=1

(
|∆u(k − 1)| + |∆u(k − 1)|p(k−1)

p−

)]α

− λ

(
−|A1|

T∑
k=1

|u(k)| +
B1

r+

T∑
k=1

|u(k)|r(k)

)
.

For t ∈ (0, β), assume that

t < αp−−r−

√√√√√λ
(

− max(α1, α2)|A1| + B1

r+

)
D2(2C1)α

α

(
β1 + 1

p−

) ,

we choose k0 ∈ N[1, T ] such that r(k0) = r−. Let u0 ∈ X be a function such that u0(k0) = t,
u0(k) = 0 for any k ∈ N[1, T ] \ {k0}.

We obtain

Jλ(u0) ≤ D2Cα
1

α

(
2t + tp(k0−1) + tp(k0)

p−

)α

− λ

(
−|A1|t +

B1

r+ tr−
)

≤ D2 (2C1)α

α

(
t + tp−

p−

)α

− λ

(
−|A1|t +

B1

r+ tr−
)

.

There exists β1, α1 > 1 such that β1tp− ≥ t and α1tr− ≥ t .
We have

Jλ(u0) ≤ D2 (2C1)α
tαp−

α

(
β1 + 1

p−

)
− λ

(
−α1|A1| +

B1

r+

)
tr−

≤ D2 (2C1)α
tαp−

α

(
β1 + 1

p−

)
− λ

(
− max(α1, α2)|A1| +

B1

r+

)
tr−

< 0.

Thus Jλ(u0) < 0 for u0 ∈ IntΩ.
Therefore,

inf
u∈IntΩ

Jλ(u) < 0.

So,
inf

u∈IntΩ
Jλ(u) < inf

u∈∂Ω
Jλ(u).

Using the proof of [7] we have

0 < ε < inf
u∈∂Ω

Jλ(u) − inf
u∈IntΩ

Jλ(u).

Applying Ekeland’s variationnal principle to the functional Jλ : Ω −→ R we find uε ∈ Ω such that

Jλ(uε) < inf
u∈Ω

Jλ(u) + ε

< Jλ(u) + ε||u − uε|| for u ̸= uε.

Since
Jλ(uε) < inf

u∈Ω
Jλ(u) + ε ≤ inf

u∈IntΩ
Jλ(u) + ε < inf

u∈∂Ω
Jλ(u),
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we deduce uε ∈ IntΩ.
Now we define Lλ : Ω −→ R by

Lλ(u) = Jλ(u) + ε||u − uε|| for u ̸= uε.

We have uε as a minimum of Lλ and therefore

Lλ(uε + tv) − Lλ(uε)
t

+ ε||v|| ≥ 0

for any v ∈ Ω and a small enough positive t.
We deduce that

Jλ(uε + tv) − Jλ(uε)
t

+ ε||v|| ≥ 0.

Letting t → 0, it follows that
⟨J ′

λ(uε), v⟩ + ε||v|| > 0,

we obtain
||J ′

λ(uε)|| ≤ ε.

There exists a sequence {sn} ⊂ IntΩ such that

Jλ(sn) → inf
u∈Ω

Jλ(u) and J ′
λ(sn) → 0

Since {sn} is bounded in X there exists s0 ∈ X such that, up to a subsequence, {sn} converges
to s0 ∈ X. Thus

Jλ(s0) = inf
u∈Ω

Jλ(u) and J ′
λ(s0) = 0.

s0 is one weak nontrivial solution for problem (1.1).

3.4 Multiple Solutions

In this section we prove the existence of at least two weak nontrivial solutions of the problem (1.1).

Theorem 3.3. Assume that (2.4), (2.6),(2.7), (2.10), (2.11), (2.13) holds ; let r− > αp+ and

τ > 1. For any λ ∈

0,

σ1τ2+ D1
(p+)α−1

(
C2τp−

(c2)
p−

2

−C3

)α

τr+(|A2|
√

T +2T B2)

 the problem (1.1) has at least two weak nontrivial

solutions where one solution satisfies ||u|| > 1.

Proof. Let
Ωτ := {u ∈ X : ||u|| ≤ τ} ; Ωχ := {u ∈ X : ||u|| ≥ χ} ,

where χ ∈ (1, τ). Assume that u0 ∈ X is a local minimizer of Jλ in Ω = Ωτ ∩ Ωχ.
If u0 ∈ Int(Ω) by using Lemma 2.2 Jλ(u0) < min

u∈∂Ωτ

Jλ(u).

Now suppose that u0 ∈ ∂Ωτ , by Theorem 2.3 there exist σ0, σ1, σ2 ≥ 0; σ2
0 + σ2

1 + σ2
2 > 0 such

that for all v ∈ X
σ1
(
||u0||2 − τ2) = 0, σ2

(
χ2 − ||u0||2

)
= 0 (3.4)

and
σ0⟨J ′

λ(u0), v⟩ + σ1⟨u0, v⟩ − σ2⟨u0, v⟩ = 0.

Since u0 ∈ ∂Ωτ , we have ||u0|| = τ and σ2 = 0. Taking v = u0 and σ0 = 1 we see that

M

(
T +1∑
k=1

A(k − 1, ∆u0(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u0(k − 1))∆u0(k − 1) + σ1||u0||2 = λ

T∑
k=1

f
(
k, u0(k)

)
u0(k).
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By (2.4), (2.6), (2.11) and (2.13)

M

(
T +1∑
k=1

A(k − 1, ∆u0(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u0(k − 1))∆u0(k − 1) + σ1||u0||2 ≥ σ1τ2 +

D1

(
T +1∑
k=1

A(k − 1, ∆u0(k − 1))

)α−1 T +1∑
k=1

a(k − 1, ∆u0(k − 1))∆u0(k − 1).

We have

M

(
T +1∑
k=1

A(k − 1, ∆u0(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u0(k − 1))∆u0(k − 1) + σ1||u0||2 ≥ σ1τ2 +

D1

(p+)α−1

(
C2τp−

(c2) p−
2

− C3

)α−1 T +1∑
k=1

|∆u0(k − 1)|p(k−1).

We obtain

M

(
T +1∑
k=1

A(k − 1, ∆u0(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u0(k − 1))∆u0(k − 1) + σ1||u0||2 ≥ σ1τ2 +

D1

(p+)α−1

(
C2τp−

(c2) p−
2

− C3

)α

.

Using (2.7) and (2.10)

λ

T∑
k=1

f
(
k, u0(k)

)
u0(k) ≤ λ

(
|A2|

T∑
k=1

|u0(k)| + B2

T∑
k=1

|u0(k)|r
+

+ B2

T∑
k=1

|u0(k)|r
−

)
≤ λ

(
|A2|

√
T ||u0|| + TB2||u0||r

+
+ TB2||u0||r

−
)

≤ λτ r+
(

|A2|
√

T + 2TB2

)
.

So,

σ1τ2 + D1

(p+)α−1

(
C2τp−

(c2) p−
2

− C3

)α

≤ λτ r+
(

|A2|
√

T + 2TB2

)
.

This is contradictory. Hence u0 ∈ Int(Ω) is a nontrivial minimizer of Jλ.

By proof of Theorem (3.2) there exists u1 ∈ X\Ω such that Jλ(u1) < min
u∈∂Ωτ

Jλ(u).

By Lemma 2.2 u∗ ∈ X is critical point of the functional Jλ.

We have u0 and u∗ are two different weak nontrivial solution of the prolem (1.1) and since
u0 ∈ Int(Ω), it is easy to see that ||u0|| > 1..
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4 An Extension

In this section, we show that the existence result obtained in (1.1) can be extended to more general
discrete boundary value problems of the form

−M (A(k − 1, ∆u(k − 1))) ∆(a(k − 1, ∆u(k − 1))) + |u|q(k)−2u(k) = λf(k, u(k)), k ∈ N[1, T ]

u(0) = ∆u(T ) = 0,

(4.1)
with q : N[1, T ] −→ (2, +∞).

A function u ∈ X is a solution of problem (4.1) if for any v ∈ X,

M

(
T +1∑
k=1

A(k − 1, ∆u(k − 1))

)
T +1∑
k=1

a(k−1, ∆u(k−1))∆v(k−1)+
T∑

k=1

|u(k)|q(k)−2u(k)v(k) = λ

T∑
k=1

f(k, u(k))v(k).

(4.2)

Theorem 4.1. Assume that αp− > r+ and λ > λ2, the problem (4.1) has at least one weak nontrivial
solution .

Proof.

In this part we use the proof of Theorem 3.1. For u ∈ X, we define the energy functional J by

Jλ(u) = M̂

(
T +1∑
k=1

A(k − 1, ∆u(k − 1))

)
+

T∑
k=1

1
q(k)

|u|q(k) − λ

T∑
k=1

F
(
k, u(k)

)
.

The functional J is well defined, weakly lower semi continuous and is of class C1(X,R) with a derivative
given by

⟨J ′
λ(u), v⟩ = M

(
T +1∑
k=1

A(k − 1, ∆u(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u(k − 1))∆v(k − 1) +

T∑
k=1

|u(k)|q(k)−2u(k)v(k) − λ

T∑
k=1

f
(
k, u(k)

)
v(k),

for all u, v ∈ X.
Since

T∑
k=1

1
q(k)

|u|q(k) ≥ 0,

we have

Jλ(u) ≥ M̂

(
T +1∑
k=1

A(k − 1, ∆u(k − 1))

)
− λ

T∑
k=1

F
(
k, u(k)

)
. (4.3)

According to Proposition (3.1) we deduce that Jλ is coercive. Let uλ be a global minimizer of Jλ,
taking u0 such that u0(k0) = t0, u0(k) = 0, for k ∈ N[0, T ]\ {k0} and
u0(0) = ∆u0(T ) = 0 with t0 > 1 is a fixed real.

We have

Jλ(u0) ≤ D2 (4C1)α
tαp+

0
α

+ tq+

0
q− − λt0

(
− max(α1, α2)|A1| +

B1

r+

)
,

where

λ2 =
D2(4C1)αtαp+

0
α + tq+−1

0
q−

− max(α1, α2)|A1| + B1

r+

.

It follows that Jλ(uλ) < 0 for any λ > λ2. uλ is one weak nontrivial solution of problem (4.1).
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Lemma 4.1. Assume that (2.10) hold and r− > max (αp+, q+). Then for any λ > 0 the functional Jλ

satisfies the Palais-Smale condition.

Proof. By the proof of Lemma 3.1, we obtain

Jλ(un) ≤ D2Cα
1

α

|un(T + 1)| + 2
√

T ||un|| +
(T + 1)

(
2p+ ||un||p+ + 1

)
p−

α

+

T∑
k=1

1
q(k)

|un|q(k) − λ

−|A1|
√

T ||un||2 +
B1T

2−r−
2

r+ ||un||r
−

 .

By (2.10)

Jλ(un) ≤ D2Cα
1

α

|un(T + 1)| + 2
√

T ||un|| +
(T + 1)

(
2p+ ||un||p+ + 1

)
p−

α

+

T ||un||q+

q− − λ

−|A1|
√

T ||un||2 +
B1T

2−r−
2

r+ ||un||r
−

 .

Since r− > max (αp+, q+) then the sequence {un} is bounded.

In this part we apply the mountain pass geometry Lemma.

Theorem 4.2. Assume that r− > max (αp+, q+) holds. Then for λ ∈ (0, λ1) the problem (4.1) has
at least one weak nontrivial solution.

Proof. We will refer to the proof of theorem 3.2.
Let

Ω = {u ∈ X : ||u|| ≤ θ}

with θ ∈ (0, 1).

For u ∈ Ω

Jλ(u) ≥ D1T −
(p+−2)α

2

α (c2)
αp+

2 (p+)α
θαp+

− λθ

(
B2T

r− + |A2|
√

T

)
.

For all λ ∈ (0, λ1) we obtain inf
u∈∂Ω

Jλ(u) > 0. Let ut ∈ X be defined as follows : ut(k) = t for
k ∈ N[1, T + 1].

For t > 1, we have

Jλ(u) ≤ (2C1)α
D2tαp+

α
+ Ttq+

− λT

(
−|A1|t +

B1

r+ tr−
)

.

Since r− > max (αp+, q+), lim
t→+∞

Jλ(ut) = −∞; then it exist t1 such that

ut1 ∈ X\Ω, Jλ(ut1) < min
u∈∂Ω

Jλ(u).

Jλ ∈ C1(X,R), and the assumption of Lemma 2.2 the problem (4.1) has at least one weak nontrivial
solution.

We apply Ekeland’s variational principe with min(αp−, q−) > r−, we will use the result of case
αp− > r−.
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For λ ∈ (0, λ1)
inf

u∈∂Ω
Jλ(u) > 0.

For t ∈ (0, θ), assume that

t < min(αp−,q−)−r−

√√√√√ λ
(

− max(α1, α2)|A1| + B1

r+

)
D2(2C1)α

α

[(
β2 + 1

p−

)α

+ α
D2(2C1)α

] ,

we choose k0 ∈ N[1, T ] such that r(k0) = r−. Let u0 ∈ X be a function such that u0(k0) = t and
u0(k) = 0, for any k ∈ N[1, T ] \ {k0} .

We obtain

Jλ(u0) ≤ D2 (2C1)α

α

(
t + tp−

p−

)α

+ tq−
− λ

(
−|A1|t +

B1

r+ tr−
)

.

There exists β2, α2 > 1 such that β2tp− ≥ t and α2tr− ≥ t .
We have

Jλ(u0) ≤ D2 (2C1)α
tαp−

α

(
β2 + 1

p−

)α

+ tq−
− λ

(
−|A1|t +

B1

r+ tr−
)

≤ D2 (2C1)α
tmin(αp−,q−)

α

[(
β2 + 1

p−

)α

+ α

D2 (2C1)α

]
− λ

(
−α2|A1| +

B1

r+

)
tr−

≤ D2 (2C1)α
tmin(αp−,q−)

α

[(
β2 + 1

p−

)α

+ α

D2 (2C1)α

]
− λ

(
− max(α1, α2)|A1| +

B1

r+

)
tr−

< 0.

Thus, Jλ(u0) < 0 for u0 ∈ IntΩ.
By the same reasoning we prove that the problem (4.1) has at least one weak nontrivial solution.
Now we will prove that problem (4.1) has at least two weak nontrivial solution.
In the case of multiple solutions we will use the Theorem 3.3 and the same sets defined previously.

Proof. Let u0 ∈ X a local minimizer of Jλ on Ω = Ωτ ∩ Ωχ. If u0 ∈ Int(Ω) we have
Jλ(u0) < min

u∈∂Ωτ

Jλ(u).
Assume that u0 ∈ ∂Ωτ , we have σ2 = 0, taking v = u0 and σ0 = 1 we get

M

(
T +1∑
k=1

A(k − 1, ∆u0(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u0(k − 1))∆u0(k − 1) +
T∑

k=1

|u0|q(k) +

σ1||u0||2 = λ

T∑
k=1

f
(
k, u0(k)

)
u0(k).

We have

M

(
T +1∑
k=1

A(k − 1, ∆u0(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u0(k − 1))∆u0(k − 1) +
T∑

k=1

|u0|q(k) + σ1||u0||2 ≥

M

(
T +1∑
k=1

A(k − 1, ∆u0(k − 1))

)
T +1∑
k=1

a(k − 1, ∆u0(k − 1))∆u0(k − 1) + σ1||u0||2.

By the same reasoning we prove that problem (4.1) has at least two weak nontrivial solutions.
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